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Abstract9

For a fixed seed (X,Q), a rooted mutation loop is a sequence of mutations10

that preserves (X,Q). The group generated by all rooted mutation loops11

is called rooted mutation group and will be denoted by M(Q). The global12

mutation group of (X,Q), denotedM, is the group of all mutation sequences13

subject to the relations on the cluster structure of (X,Q). In this article, we14

show that two finite type cluster algebras A(Q) and A(Q′) are isomorphic15

if and only if their rooted mutation groups are isomorphic and the sets16

M/M(Q) and M′/M(Q′) are in one to one correspondence. The second17

main result shows that the group M(Q) and the set M/M(Q) determine18

the finiteness of the cluster algebra A(Q) and vice versa.19
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1. Introduction23

Fomin and Zelevinsky introduced cluster algebras in [2, 8, 9, 10, 17]. A cluster24

algebra is a ring with distinguished sets of generators called “clusters”. A cluster25

is a set of commutative variables that form a transcendental basis for some ratio-26

nal field F . Each cluster is paired with a “valued” quiver (skew-symmetrizable27

matrix) to form what is called a seed. The cluster structure of a cluster algebra is28

the set of all seeds generated from an initial seed by applying mutations. A clus-29

ter algebra is of finite type if its cluster structure is a finite set and equivalently30

the number of clusters is finite.31

For a fixed seed (X,Q), a rooted mutation loop is a sequence of mutations32

that preserves (X,Q). The group generated by all rooted mutation loops is called33

rooted mutation group and will be denoted byM(Q). In [16], the concept of global34
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mutation loops was introduced as sequences of mutations preserving every seed in35

the cluster structure. The group generated by all sequences of mutations subject36

to the global mutation loops, as relations, is termed the global mutation group37

and denoted asM.38

In this article, we used a “natural” orientation for the cluster pattern to39

introduce a concept termed reduction process applied to the directed cluster pat-40

tern (refer to Definition 3.7). This procedure forms the basis for the statement41

of the main result, detailed in Theorem 3.15. In [14], an equivalent condition for42

the isomorphism between two cluster algebras, A(Q) and A(Q′), was established.43

This condition implies that the quivers Q and Q′ are symmetric, meaning there44

exists a quiver automorphism σ such that Q′ = σ(Q). We provide another equiv-45

alent condition for two finite type cluster algebras to be isomorphic, as detailed46

in Theorem 3.15. The following presents a statement of this result.47

Theorem 1.1. Two cluster algebras A(X,Q) and A(X ′, Q′), of finite type, are48

isomorphic as cluster algebras if and only if the following conditions are satisfied49

• the associated rooted mutations groupsM(Q) andM(Q′) are isomorphic;50

• the two setsM/M(Q) andM′/M(Q′) are in one-to-one correspondence.51

In [9], Theorem 1.4 provides a complete classification of the cluster algebras52

of finite type. This classification is identical to the Cartan-Killing classification53

of semisimple Lie algebras and finite root systems. The other main result of54

this article, namely Theorem 3.12, provides an equivalent condition for a cluster55

algebra to be finite type. Here is a brief version of the theorem.56

Theorem 1.2. The following are equivalent.57

1. The cluster algebra A(Q) is of finite type;58

2. M(Q) is a finite group andM/M(Q) is a finite set.59

The paper is structured as follows: we provide a concise introduction to60

valued quivers and their mutation. The third section offers an overview of rooted61

mutation loops and the group generated by them. We introduce a reduction62

process on the cluster pattern (Definition 3.7) and employ the resulting cluster63

diagram to prove the main results, including Theorems 3.12 and 3.15. We will64

use F as a rational field in n indeterminant over a filed K of zero characteristic.65

2. Valued quivers mutation66

Definitions 2.1. 1. An oriented valued quiver of rank n is a quadruple Q =67

(Q0, Q1, V, d), where68

• Q0 is a set of n vertices labeled by [1, n].69
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• Q1 is a set of ordered pairs of vertices, that is Q1 ⊂ Q0 × Q0 such that;70

(i, i) /∈ Q1 for every i ∈ Q0, and if (i, j) ∈ Q1, then (j, i) /∈ Q1.71

• V = {(dij , dji) ∈ N × N|(i, j) ∈ Q1}, V is called the valuation of Q. The72

weight of an edge α = (i, j) is the product dijdji and is denoted by wi,j . The73

weight of Q is given by w(Q) = max{wij ; (i, j) ∈ Q1}.74

• d = (d1, . . . , dn) where di is a positive integer for each i, such that didij =75

djidj for every i, j ∈ [1, n].76

In the case of (i, j) ∈ Q1, then there is an arrow oriented from i to j, and in77

notation, we shall use the symbol ·i
(dij ,dji)

// ·j , or ·i
wi,j
// ·j when the emphasis is78

on the weight of the edge. We will also use rk(Q) for the rank of Q. The quiver79

Q will be called simply-laced if w(Q) = 1. We will ignore labeling any edge of80

weight one. Also, a vertex i ∈ Q0 is called a leaf if there is exactly one vertex j81

such that wij ̸= 0 and wkj = 0, for all k ∈ [1, n]\{j}.82

The neighborhood of the vertex i in the quiver Q, denoted as QNhb.i , is83

defined as the set of all vertices connected to it, i.e., QNhb.i = {j ∈ Q0;wij ̸= 0}.84

2. Let Sn be the symmetric group in n letters. One can introduce an action of Sn85

in the set of quivers of rank n as follows: for a permutation τ , the quiver τ(Q) is86

obtained from Q by permuting the vertices of Q using τ such that for every edge87

·i // ·j in Q, the valuation (dij , dji) is assigned to the edge ·τ(i) // ·τ(j) in88

τ(Q). In such case, we say that τ(Q) is symmetric to Q.89

We note that every oriented valued quiver corresponds to a skew symmetriz-90

able matrix B(Q) = (bij) given by91

(2.1) bij =


dij , if (i, j) ∈ Q1,

0, if i = j,

−dij , if (j, i) ∈ Q1.

One can also see that every skew symmetrizable matrix B corresponds to an92

oriented valued quiver Q such that B(Q) = B.93

All our valued quivers are oriented, so in the rest of the paper, we will omit94

the word “oriented”. All quivers are of rank n unless stated otherwise. We will95

also remove the word valued from the term “valued quiver” when there is no96

confusion.97

Definition 2.2 (Valued quiver mutation). Let Q be a valued quiver. The muta-98

tion µk(Q) at a vertex k is defined through Fomin-Zelevinsky’s mutation of the99

associated skew-symmetrizable matrix. The mutation of a skew symmetrizable100
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matrix B = (bij) on the direction k ∈ [1, n] is given by µk(B) = (b′ij), where101

(2.2) b′ij =

®
−bij , if k ∈ {i, j},
bij + sign(bik)max(0, bikbkj), otherwise.

The following remarks provide a set of rules that are adequate to calculate102

mutations of valued quivers without using their associated skew-symmetrizable103

matrix.104

Remarks 2.3. 1. Let Q = (Q0, Q1, V, d) be a valued quiver. The mutation105

µk(Q) at the vertex k is described using the mutation of B(Q) as follows. Let106

µk(Q) = (Q0, Q
′
1, V

′, d), we obtain Q′1 and V ′, by altering Q1 and V , based on107

the following rules:108

(a) replace the pairs (i, k) and (k, j) with (k, i) and (j, k) respectively and, in the109

same manner, switch the components of the ordered pairs of their valuations;110

(b) if (i, k), (k, j) ∈ Q1, such that neither of (j, i) or (i, j) is in Q1 (respectively111

(i, j) ∈ Q1) add the pair (i, j) to Q′1, and give it the valuation (vikvkj , vkivjk)112

(respectively change its valuation to (vij + vikvkj , vji + vkivjk));113

(c) if (i, k), (k, j) and (j, i) in Q1, then we have three cases:114

(i) if vikvkj < vij , then keep (j, i) and change its valuation to (vji−vjkvki,−vij+115

vikvkj);116

(ii) if vikvkj > vij , then replace (j, i) with (i, j) and change its valuation to117

(−vij + vikvkj , |vji − vjkvki|);118

(iii) if vikvkj = vij , then remove (j, i) and its valuation.119

(d) d will stay the same in µk(Q).120

2. One can see that; µ2k(Q) = Q and µk(B(Q)) = B(µk(Q)) at each vertex k ∈121

[1, n] where µk(B(Q)) is the mutation of the matrix B(Q). For more information122

on mutations of skew-symmetrizable matrices, see, for example, [10, 14].123

Definitions 2.4. A seed in F of rank n is a pair (X,Q), where124

1. the n-tuple X = (x1, . . . , xn) is called a cluster where X = (x1, x2, . . . , xn) ∈125

Fn is a transcendence basis of F over K that generates F . Elements of X126

will be called cluster variables.127

2. Q is an oriented valued quiver with n vertices. The vertices of Q are labeled128

by numbers from [1, n].129

3. If µ = µi1 · · ·µik is a sequence of mutations, we will use the notations {µ} :=130

{µi1 , . . . , µk} and ←−µ := µik · · ·µi1 .131

Definitions 2.5 (Subquivers). [11, 15] Let Q be a quiver of rank n. We can132

obtain a sub-mutation class of [Q] by fixing a subset I of Q0 and applying all133
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possible sequences of mutations at the vertices from the set I only. We will refer134

to the vertices in the set Q0\I as the frozen vertices. In such a case, the quiver135

Q, with a set of frozen variables Q0\I, will be denoted by QI and we will use136

QI ≤ Q to indicate that QI is a subquiver of Q.137

Examples 2.6. 1. Let138

(2.3) Q = ·4 ·3
(2,3)
oo

(2,3)
// ·2

(1,2)

��

·7
(2,1)
oo

·6 // ·1
(6,2)

``

(2,3)
// ·5.

Consider the subquiver QI , with I = {1, 2, 3}, and d = (1, 2, 3). So, rk(QI) = 3139

and w(QI) = 12. Here, (6, 2) is the valuation of the edge ·1 // ·3 . Applying140

mutation at the vertex 2 produces the following quiver141

µ2(QI) = ·4 ·3
(2,3)
oo ·2

(3,2)
oo

(1,2)
// ·7

(2,2)
~~

·6 // ·1

(2,1)

OO

(2,3)
// ·5.

Lemma 2.7. If Q is simply-laced quiver then for every permutation σ there is a142

sequence of mutations µ such that σ(Q) = µ(Q), for more details see (Theorem143

2.6 in [1]).144

Definition 2.8 (Seed mutation). Let (X,Q) be a seed in F . For each fixed145

k ∈ [1, n], we define a new seed µk(X,Q) = (µk(X), µk(Q)) by setting µk(X) =146

(x′1, . . . , x
′
n) where147

(2.4) x′i =


xi, if i ̸= k,∏
bji>0

x
bji
j +

∏
bji<0

x
−bji
j

xi
, if i = k.

And µk(Q) is the mutation of Q at the vertex k ∈ [1, n].148

Definitions 2.9 (Cluster structure and cluster algebra).149

• The set of all seeds obtained by applying all possible sequences of mutations150

on the seed (X,Q) is called the cluster structure of (X,Q) and it will be151

denoted by [(X,Q)].152

• Let X be the union of all clusters in the cluster structure of (X,Q). The153

rooted cluster algebra A(Q) is the Z-subalgebra of F generated by X . For154

simplicity we will omit the word “rooted”.155
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One can see that any seed in the cluster structure of (X,Q) generates the156

same cluster structure.157

Definition 2.10 (Rooted cluster digraph of an initial seed (X,Q)). Fix an initial158

seed (X,Q). The rooted cluster digraph G(Q) of the initial seed (X,Q) is an n-159

regular directed “connected” graph formed as follows.160

• The vertices are assigned to be the elements of the cluster class [(X,Q)] such161

that the endpoints of any edge are obtained from each other by the quiver162

mutation in the direction of the edge label.163

• The edges are 2-cycles, where each 2-cycles is associated to one of the single164

mutations µ1, µ2, . . . , µn, such that each arrow in the same 2-cycle is labeled165

by the same single mutation.166

So, any two adjacent vertices in G(Q) would look like the following167

s
s′

where both arrows are labeled with the same single mutation, say µj , j ∈168

[1, n] and s′ = µj(s), where s ∈ [(X,Q)].169

• All paths in G(Q) have a finite number of possible revisits to each vertex.170

In other words, if P is a path in G(Q), it is of finite length, meaning every171

vertex in P will be revisited at most a finite number of times along P .172

Definition 2.11. A cluster algebra A(Q) is called finite mutation type if the173

rooted mutation class [(X,Q)] contains finitely many seeds.174

3. Rooted mutations groups175

Fix an initial seed (X,Q).176

Definition 3.1. Let M denote the set of all sequences (formal words) formed177

from the elements of the set µ1, . . . , µn. A relation on M is a sequence of muta-178

tions that preserves every seed in [(X,Q)]; such mutation sequences are referred179

to as global mutation loops. The group generated by elements of M subject to180

global mutation loops as the relations is called the global mutations group of181

A(Q), and will be denoted byM.182

It is important to note that this definition of global mutation loops diverges183

from the one provided in [15]. Here, the group relations on M stem from the184

action on the cluster structure of the entire seed. Conversely, in Definition 3.1185

of [15], the relations are determined by the action solely on the cluster structure,186

[Q], of the quiver Q.187
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Remark 3.2. Each element µ of M corresponds to a unique directed subgraph188

(path) in the rooted cluster diagraph G(Q). Such path will be called the rooted189

path of µ and will be denoted by Pµ. For simplicity we will call it the path of µ.190

Also, we will be swinging between µ and Pµ freely.191

Proof. Let µ = µik · · ·µi1 be a sequence of mutations. Assign the following path192

(directed subgraph) of G(Q) to µ193

Pµ := ·(X,Q)

µi1 // ·µi1
((X,Q))

µi2 // · · · · ·
µik // ·µ((X,Q)) .

The uniqueness follows directly from the well-defined property in the definition194

of mutations, where each single mutation applied to a specific seed produces a195

distinct seed.196

Definitions 3.3. Fix an initial seed (X,Q). We have the following:197

1. The set of all seeds that appear on the path Pµ in G(Q), of a mutations198

sequence µ, will be called mutation class of µ, and will be denoted by [µ], and199

[µ]Q for the set of all quivers only that appear in [µ].200

2. If µ satisfies that µ(X,Q) = (X,Q), then it will be called a rooted mutation201

loop of (X,Q). The set of all rooted mutation loops of (X,Q) will be denoted by202

mQ and the corresponding set of subgraphs of the digraph G(Q) will be denoted203

by m‹Q.204

3. A cancelled cluster variable in Pµ (respect to µ) is a cluster variable that is205

produced by any sub path of Pµ of the form ·(Y,Q′)

µj
// ·µj(Y,Q′)

µj
// ·(Y,Q′)206

or a 2-cycle in G(Q) (respect to the subsequence µ2j of µ). The cluster set of207

a sequence of mutations µ (respect to Pµ), denoted by µc, is the set of all non-208

canceled cluster variables produced form (X,Q) over the path of Pµ.209

4. The following relation ≡ defines an equivalence relation on mQ (respect to210

m‹Q). Let µ and µ′ be two elements in mQ (respect to Pµ and Pµ′ in m‹Q) such211

that µ′ ̸=←−µ . Then we define212

µ ≡ µ′ if and only if µc = µ′c.

In such case, we say that µ and µ′ are identical on (X,Q). We will denote the213

digraph G(Q) subject to the equivalence relation ≡ by G(Q).214

5. A path Pµ of a mutation sequence µ = · · ·µik · · ·µi1 , k ≥ 1 (respect to µ) is215

said to be of finite cluster order if there is a mutation µim ∈ {µ} such that216

µc = (µim · · ·µi1)c.
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The smallest such natural numberm will be called the cluster order of Pµ (respect217

to µ). In the rest of the article, we will omit the word “cluster” from the term218

“cluster order” if no confusion.219

Examples 3.4. 1. For every simply-laced quiver Q, let i and j be any two220

adjacent vertices in Q. Then we have µ[ij] ≡ µ[ji], where µ[ij] = µiµjµiµjµi.221

2. Let µik · · ·µi1 be a sequence of mutations formed of mutations associated to222

mutually non-adjacent vertices then µik · · ·µi1 ≡ µiσ(k)
· · ·µiσ(1)

for any permuta-223

tion σ in the symmetric group Sk.224

3. Let Q be the following quiver225

Q = ·k

��

·joo

·i

??
.

Then the mutation sequence (µiµjµk)
8 is rooted mutation loop for ((xi, xj , xk), Q).226

Proposition 3.5. If µ ≡ µ′ then {µ} = {µ′} and [µ] = [µ′]. In other words, the227

cluster set characterizes its sequence of mutations.228

Proof. First we show that {µ} = {µ′}.229

• Suppose that there is µj ∈ {µ} \ {µ′}. Obviously µj can not appear as a first230

mutation in µ. Otherwise the non-cancelable cluster variable µj(xj) ∈ µ′c that231

is because µc = µ′c, which is a contradiction with µj /∈ {µ′}. Then the cluster232

variable produced by µj in µc is not a first generation cluster variable. Now,233

assume that µj appears after applying some other mutations. Then the cluster234

variable xj must occur in the denominator vector of some cluster variable in µc235

and then in some denominator vector of the same cluster variable in µ′c. But236

since µj /∈ {µ′} then the cluster variable associated to j can not appear in the237

cluster set of µ′ or in any of the denominator vectors of the cluster variables of238

µ′c which contradicts with µc = µ′c thanks to the uniqueness of the denominator239

vectors.240

• Secondly we show [µ] = [µ′]. This part is divided into two main parts.241

(1) The equality of the quivers sets of µ and µ′. Let Q⋆ ∈ [µ]Q be a quiver242

on Pµ that does not belong to the quivers set [µ′]Q. In such case, there is a sub243

sequence of mutations µ⋆ of µ where µ⋆ = µjµik · · ·µi1 such that µ⋆(Q) = Q⋆.244

Without loss of generality, we can assume that µit · · ·µi1(Q) is a quiver in [µ]Q245

for every t ∈ [1, k], i.e., Q⋆ is the first quiver to appears on the path Pµ that is246

not in Pµ′ . One can assume that the change in Q⋆, that is different from any247

quiver in the quiver set of µ, is in the shape of the subquiver Q′Nhb.j that forming248
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the neighborhood of j. Let x⋆j be the cluster variable produced by applying µ⋆. If249

k = 0, then x⋆j is a cluster variable of a single mutation sequence. Since x⋆j ∈ µ′c250

and the initial quiver is fixed then µ⋆(Q) = µj(Q) is in deed in the quiver set251

[µ′]Q of µ′c which is a contradiction. Now, assume that t ≥ 1. Since x⋆j ∈ µ′c252

then we must have a quiver Q′′ that appears in [µ′]Q over the path Pµ′ which253

has a subquiver that is symmetric or identical to the subquiver formed of the254

vertices of Q⋆
Nhb.j . Which means that the difference between Q′′ and Q⋆ appears255

outside the subquiver of Q⋆
Nhb.j . Then if all quivers µit · · ·µi1(Q) for all 1 < t ≤ k256

are not similar to any quiver in [µ′]Q, then we would not obtain any subquiver257

that is similar to Q⋆
Nhb.j over the Path Pµ′ . Hence, there is 1 < t ≤ k such258

that µit · · ·µi1(Q) is not similar to any quiver in the quiver set [µ′]Q of µ⋆ which259

contradicts with the assumption that Q⋆ is the first such quiver.260

(2) The equality of the sets of seeds [µ] and [µ′]. First we will show that261

the sets of clusters of µ and µ′ are equal considering the clusters as sets. This is262

an obvious case since if Y is a cluster that does not belong to the cluster set of µ′,263

then at least one cluster variable in µc that is not in µ
′
c, which is a contradiction.264

Secondly, we show the equality of the clusters sets of µ and µ′ considering the265

clusters as n-tuples. Suppose that (Y,Q′) is not in [µ′] as a whole seed. Since266

each seed is characterized by its cluster so we will be done if we show that the267

sets of clusters of µ and µ′ are identical, which is equivalent to show that each268

cluster in Pµ equals a cluster in Pµ′ as sets. If Y is a cluster that is not the cluster269

set of Pµ′ then its uniquely associated quiver QY is not in the quiver set of Pµ′ .270

Hence, QY is not in the quiver set of µ which is a contradiction with the first271

part (1) of the proof above.272

Lemma 3.6. The following statements hold.273

1. For any µ ∈ M, we have (µ←−µ )c = 1c = ∅. In other words the path Pµ←−µ274

contains no cluster variables. In particular, the sequences of mutations µ←−µ275

are the only sequences with empty cluster sets.276

2. For any two rooted mutation loops µ and µ′, one can see that µµ′ and µ′µ277

are identical on (X,Q).278

3. If A(Q) is a finite type cluster algebra, then we have the following279

(a) any mutation sequence µ is of the form µ = µk+1µ(k) · · ·µ(1) where each280

of µ(j) is a rooted mutation loop for 0 ≤ j ≤ k and µk+1 is a subsequence281

of some rooted mutation loop;282

(b) for every cluster variable y there is a rooted mutation loop µ such that283

y ∈ µc.284

Proof. 1. The uniqueness is the only part requiring validation. For a non-identity285

mutation sequence µ, if µc = 0, then every cluster variable produced over Pµ286
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becomes a canceled cluster variable. This implies that Pµ comprises an even-287

length sequence, with a cyclic process of “build and break” under the action of µ.288

Consequently, µ can be decomposed into two sequences that mirror each other.289

In this structure, Pµ has two identical seeds in the middle sandwiched by two290

other identical seeds and so forth, suggesting µ is represented as the product291

µ′
←−
µ′ .292

2. The proof of this part follows directly from the definition of rooted mutation293

loops.294

3. (a) If A(Q) is a cluster algebra of finite type, then any path Pµ in G(Q), where295

µ = µik · · ·µi1 , encompasses only a finite set of cluster variables. Consequently,296

Pµ has finite cluster order. Therefore, there exists an index 1 ≤ m ≤ k such that297

µc = (µim · · ·µi1)c, indicating that µ ceases to generate new cluster variables after298

the step µim . One would thus expect the initial seed (X,Q) to appear on Pµ. If299

(X,Q) emerges after the step µit1 , then µ = µik · · ·µit1+1µ
(1), where µ(1) denotes300

the rooted mutation loop µit1 · · ·µi1 . Continuing this process of identifying rooted301

mutation loops in Pµ yields µ = µk+1µ(k) · · ·µ(1), where each µ(j) represents a302

rooted mutation loop for 0 ≤ j ≤ k and µk+1 denotes the remaining subsequence303

of mutations, which could be the entire mutation sequence µ or just one mutation.304

(b) This observation is a direct consequence of Part (a) above. If y denotes305

a cluster variable, then a sequence of mutations can be devised that does not306

cancel out y and eventually reproduces (X,Q).307

The following definition is inspired by Proposition 3.5 and Lemma 3.6.308

Definitions 3.7. • The Reduction Process. Let G(Q) be the cluster digraph309

of (X,Q) under the equivalence relation ≡ on (X,Q). We define a sub-digraph310 ‹G(Q) of G(Q) by modifying it through the following process.311

(1) Let Pµ, be a path in G(Q) where µ = · · ·µik · · ·µi1 with a cluster rank l <∞.312

Then we identify µ with µil · · ·µi1 and consequently identify Pµ with Pµil
···µi1

.313

(2) Let Pµ be a path in G(Q) with µ = µk+1µ(k) · · ·µ(1) where each of µ(j) is a314

rooted mutation loop of (X,Q). Then Pµ will be replaced with the reduced path315

Pµ′ where µ′ is obtained from µ by applying the following steps.316

(a) First we remove every rooted mutation loop that is identical to µ(1), and keep317

µ(1).318

(b) Next step, is to remove every rooted mutation loop that is identical to µ(t1),319

and keep µ(t1), where t1 is the smallest number such that µ(t1) and µ(1) are320

not identical.321
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(c) And continue on doing this process until we obtain322

µ′ = µk+1µ(tl) · · ·µ(t1)µ(1),

where non of the mutations loops µ(tl), . . . , µ(t1), and µ(1) are identical on323

(X,Q).324

The graph obtained from G(Q) after applying the above reduction process will325

be denoted by ‹G(Q).326

• The Rooted Mutation Group. Let mQ be the set of all rooted mutation327

loops of (X,Q) in the reduced cluster diagraph ‹G(Q). The group generated by328

elements of m will be called the rooted mutation group of (X,Q) and will be329

denoted byM(Q).330

Example 3.8. Let µ = µ7µ(6)µ(5) · · ·µ(1) where µ(6) ≡ µ(4) and µ(3) ≡ µ(2) ≡331

µ(1). Then µ̃ = µ7µ(4)µ(5)µ(1).332

Remarks 3.9. 1. The reduction process is automatically applied to the prod-333

uct in the groupM(Q) so the product of any two elements would correspond334

to a path in ‹G(Q).335

2. The groupM(Q) is a commutative group, thanks to Part 2 of Lemma 3.6.336

Proposition 3.10. For every cluster algebra A(Q), the rooted mutation group337

M(Q) is independent of the choice of the initial seed.338

Proof. Let (Y,Q′) = µ((X,Q)) for some mutation sequence µ, where M(Q) is339

the rooted mutation group of the seed (Y,Q′). Define ψ : M(Q) → M(Q′) by340

ψ(µ′) = µµ′←−µ . The rest of the proof is straightforward.341

Example 3.11. Let Q be the quiver ·1 −→ ·2. Then M(Q) = {1, µ[12]} =342

{1, µ[21]}.343

Theorem 3.12. The following are equivalent.344

1. The cluster class [(X,Q)] is finite.345

2. Each path in ‹G(Q) (respect to every element inM(Q)) is of finite order.346

3. M(Q) is a finite group andM/M(Q) is a finite set.347

Proof. 1. (1)⇒(2). Let [(X,Q)] be a finite set. Then the number of cluster348

variables is finite. Hence, cluster set, µc, in each path Pµ is also finite. Therefore,349

each path Pµ must stop producing new cluster variables at certain point, which350

means Pµ must have a finite cluster rank.351

2. (2)⇒(3). Assume that every path in ‹G(Q) is of finite cluster rank. Then,352

after applying the second step of the reduction process, all paths in G(Q) will be353
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of finite length. Hence, each composition of rooted mutation loops must be also354

finite. Therefore, the set of elements ofM(Q) is a finite set.355

Part 3(a) of Lemma 3.6, guarantees that, each element µ ofM can be written356

of the form µ = µk+1µ(k) · · ·µ(1) where µ(j), j ∈ [1, k] are rooted mutation loops357

for some k ≥ 0 where µk+1 is a subsequence of some rooted mutations loop. Step358

1 of the reduction process guarantees that each subsequence of mutations is of359

finite length, i.e., in the case of µ, we have µk+1 is of finite rank which means360

it will be identified with its longest productive sub sequence. Then each path361

Pµ must stop producing new cluster variables at certain point. Therefore the set362

M/M(Q) is also finite.363

3. (3)⇒(1). First, we will prove that (3)⇒(2), and then we will show that364

(2)⇒(1). Assume thatM(Q) is a finite group andM/M(Q) is a finite set. The365

reduction process eliminates all redundant subpaths in ‹G(Q), preserving only366

the productive ones, i.e., subpaths containing cluster variables that have not367

previously appeared in any other subpath. Consequently, the order of each path368

is proportional to the cardinality of its cluster set. Now, suppose ‹G(Q) contains a369

path of infinite order, denoted by Pµ. After applying the reduction process to the370

corresponding mutation sequence µ, the remaining mutation sequence will still371

has infinite length. Therefore, µ is either composed of an infinite number of non-372

identical rooted mutation loops or is a product of an infinite number of sequences373

of mutations, which are elements of the quotient M/M(Q). This implies that374

eitherM(Q) is an infinite group, orM/M(Q) is an infinite set contradicting the375

assumption thatM(Q) is a finite group andM/M(Q) is a finite set.376

Now, suppose that each path (with respect to every element in M(Q)) in377 ‹G(Q) is of finite order. Then, by definition, the cluster set of each path must378

be finite, and consequently, so are the cluster sets of each sequence of mutations.379

Furthermore, the number of possible paths in ‹G(Q) is finite, as it is an n-regular380

graph with a finite number of edges between any two vertices and no paths of381

infinite order. Therefore, both the cluster sets of paths and the number of possible382

paths are finite, leading to a finite set of cluster variables formed by the union of383

all cluster sets. This implies that the cluster class [(X,Q)] is finite.384

We recall the following concepts and notations before proceeding with the385

lemma. For a quiverQ, [Q] denotes the mutation class of Q, consisting of all386

quivers that can be generated from Q by applying every possible sequence of387

mutations. The weight of [Q], denoted by w[Q], is defined as the maximum of388

the weights of the quivers in [Q]. Additionally, XQ represents the set of all cluster389

variables of a seed of the form (X,Q).390

Lemma 3.13 (15, Lemma 3.11). Let Q be a quiver of finite mutation type. Then391

w[Q] = 4 if and only if one of the following cases, depending on the rank of Q,392

is satisfied393
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(i) If rk(Q) = 3 then [Q] contains one of the quivers394

Qx
3(1) = ·t

(x,1)

��

·j
(1,x)
oo

·k
(2.2)

??
, Q3(2) = ·t

(2,2)

��

·j
(2,2)
oo

·k
(2.2)

??
or Q3(3) = ·t

(2,1)

��

·j
(2,1)
oo

·k
(1.4)

??

where x = 1, 2, 3 or 4.395

(ii) If rk(Q) > 3 then [Q] must satisfy the following criteria: Every quiver Q′ ∈396

[Q] of weight 4 satisfies the following:397

A. Edges of weight 4 in Q′ appear in a cyclic subquiver which is symmetric to398

one of the following quivers399

(a) Qa,x : ·v
(x,1)

��

·j
(1,x)
oo

·k
(2.2)

??
(b) Qa : ·v

(1,2)

��

·j
(1,2)
oo

·k
(4.1)

??

400

(3.1) (c) Qc,t : ·v
(t,1)

��
·k

(1,t)

OO

(1,2)
��

·j
(2,2)
oo

·l

(2,1)

OO

(d) Qd : ·v

��
·i

OO

(1,3)
��

·j
(2,2)
oo

·l

(3,1)

OO

.

where x = 1, 2, 3 or 4 and t = 1 or 2, such that edges of weight 4 are not connected401

outside their cycles. And any subquiver of the form · z · z · , z = 2 or 3402

appears in a quiver that is mutationally equivalent to one of the forms in (3.1).403

B. Q′ will have more than one edge of weight 4 if it is symmetric to one of the404

following cases:405

• Q′ is formed from two or three copies of Qa,1 by coherently connecting them406

at v such as in X6 and X7. Or Q is formed from Qa,2 and/or Qa in the407

following form408

(3.2) ·j′
2 // ·v

2
~~

2
��

·j2oo

·k′
4

OO

·k

4

OO

Q′ is formed from Qa,1, Qa,2 and/or Qa in one of the following forms409
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(a)410

(3.3) ·j′
2 // ·v′

2

��

· · · ·v
2

��

·j2oo

·k′
4

``

·k
4

??
,

where the subquiver connecting v and v′ is of A-type. Or Q is the quiver411

(b)412

(3.4) ·j′ // ·v′ ·

��

·v

��

·joo

·k′
4

aa

·k
4

??
.

Any additional subquiver of Q′ attached to a vertex in the quivers Qa,x, Qa, Qb413

or Qc,t will be referred to as a “ tail” and we will refer to Qa,x, Qa, Qb or Qc,t as414

a “head”.415

C. Tails of a weight-4 quiver Q′ ∈ [Q] satisfy the following.416

• If Q′ is one of the quivers Qa,x, x = 1, 2, 3, Qa or Qc,1 in (3.3) then Q′ could417

have one simply-laced tail attached at the vertex v.418

• If Q′ is one of the quivers in (3.2), (3.3) or (3.4) then it does not have any419

tails.420

Remark 3.14. If ψ :M(Q) −→M(Q′) is a group isomorphism, then ψ induces421

an isomorphism ϕ :M(Q) −→M(Q′) that is restricted on [Q]. That is if there422

is a permutation σ such that µ(Q) = σ(µ′(Q′)) then ϕ(µ(Q)) = σ(ϕ(µ′(Q′))).423

Theorem 3.15. Two cluster finite type algebras A(X,Q) and A(X ′, Q′) are iso-424

morphic as cluster algebras if and only if there is a group isomorphism ψ :M→425

M′ such that the restriction of ψ satisfies the following conditions426

• the rooted mutations groupsM(Q) andM(Q′) are isomorphic;427

• the two setsM/M(Q) andM′/M(Q′) are in one-to-one correspondence.428

Proof. “ ⇒ ”. Assume that A(X,Q) and A(X ′, Q′) are isomorphic cluster al-429

gebras. Then, there is a seed in the cluster class [(X ′, Q′)] that is symmet-430

ric to (X,Q), thanks to Theorem 3.14 in [14]. Without loss of generality, as-431

sume that this seed is (X ′, Q′) itself. Then there is a permutation σ such that432

(X ′, Q′) = ±σ(X,Q). Define ψ :M→M given by µi 7→ µσ(i), i ∈ [1, n].433

• First, we will show that M(Q) and M(Q′) are isomorphic. Again thanks to434

Theorem 3.13 in [14], guarantees that if µ is a rooted mutation loop for (X,Q)435

then ψ(µ) is a rooted mutation loop for (Y,Q′).436
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Now, we will show that ψ is an isomorphism of groups. Let µ(1) = µik · · ·µi1 ,437

and µ(2) = µlk′ · · ·µl1 , where k, k
′ ≤ n, and assume that µ(1) ≡ µ(2) in M(Q).438

Then µ(1)(X,Q) = µ(2)(X,Q) and µ
(1)
c = µ

(2)
c . Since Q′ = ±σ(Q), hence,439

σ(µ(1)(X,Q)) = σ(µ(2)(X,Q)) which means µ
(1)
σ (X,Q) = µ

(2)
σ (X,Q), thanks to440

Lemma 3. 12 in [14]. Now, let y ∈ σ(µ(1))c = (µ
(1)
σ )c. Then there is t ∈ [1, k]441

such that y = µσ(it) · · ·µσ(i1)(xσ(j)) for some j ∈ [1, n]. Let x = µit · · ·µi1(xj) ∈442

µ
(1)
c = µ

(2)
c , where y = σ(x) = µσ(it) · · ·µσ(i1)(xσ(j)) ∈ µ

(2)
c . Hence, there is443

z = µlt′ · · ·µl1(xj′) ∈ µ
(2)
c , where z = x. Therefore444

y = σ(µit · · ·µi1(xj)
= σ(µlt′ · · ·µl1(xj′)
= µσ(lt′ ) · · ·µσ(l1)(σ(xj′)) ∈ (µ

(2)
σ )c.

Hence (µ
(1)
σ )c ⊆ (µ

(2)
σ )c and the other direction is similar. Therefore, (µ

(1)
σ )c =445

(µ
(2)
σ )c, and this finishes the proof of µ

(1)
σ ≡ µ(2)σ .446

• Secondly, we show that M/M(Q) and M′/M(Q′) are in one-to-one corre-447

spondence. Let µ be a mutation sequence that is not a rooted mutation loop,448

i.e., µ((X,Q)) ̸= (X,Q). Then, we have σµ((X,Q)) ̸= σ((X,Q)). Hence449

µσσ((X,Q)) ̸= σ((X,Q)). Therefore ψ(µ)(Y,Q′) ̸= (Y,Q′), and ψ(µ) is not a450

rooted mutation loop of (Y,Q′). Define the one-to-one correspondence between451

M/M(Q) andM′/M(Q′) by sending µ 7→ ψ(µ). Since both XQ and XQ′ have452

the same number of cluster variables, Lemma 3.12 in [14] guarantees that µ and453

ψ(µ) have the same cluster order, and the sets µc and ψ(µ)c contain the same454

number of cluster variables. Therefore, ψ defines a one-to-one correspondence455

between M/M(Q) and M′/M(Q′), thanks to the fact that ψ is a one-to-one456

map.457

“ ⇐ ”. Assume that ψ : M −→ M′ is a group isomorphism such that ψ :458

M(Q) −→ M(Q′) is an isomorphism of rooted mutation groups. Additionally,459

there is a one-to-one correspondence between M/M(Q) and M′/M(Q′). For460

simplicity, we will also use ψ to denote this one-to-one correspondence. In the461

following steps we will show that Q and Q′ must be symmetric quivers.462

Case 1. If [Q] contains a quiver of weight one, this case encompasses the463

following scenarios: when [Q] = 1, and if the mutation class [Q] contains any of464

the quivers Q = X6, X7, Q = X
(1,1)
6 , X

(1,1)
7 , X

(1,1)
8 or the quiver in (3.4). Without465

loss of generality, we will assume that the initial seed is a quiver Q of weight one.466

In the following, we will show that ψ sends Q to a quiver Q′ that is symmetric467

to Q, i.e., Q′ = σ(Q) for some permutation σ.468

Step 1. We will show that ψ sends each single mutation in M to either a469

single mutation or a sequence of mutation formed of mutual non-adjacent single470
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mutations in M. Let i ∈ [1, n]. We have (ψ(µi))
2 = 1. Then ψ(µi) =

←−−
ψ(µi). If471

ψ(µi) is one single mutation then nothing to prove. If ψ(µi) contains two adjacent472

single mutations, then (ψ(µi))
2
c ̸= 1 which contradicts with the fact that µ2i = 1.473

Step 2. For every vertex i ∈ Q0, we will show that ψ maps every vertex in Nhb.i474

to a vertex in ψ(Nhb.i), meaning ψ defines a permutation between the vertices475

of Nhb.i and ψ(Nhb.i).476

We start by showing that, if µi and µj are two adjacent single mutations477

in Q, then {ψ(µi)} ∩ {ψ(µj)} contains at least two adjacent vertices in Q′. Let478

µi = ψ(µi) and µj = ψ(µj) and suppose that {ψ(µi)} ∩ {ψ(µj)} contains no479

adjacent vertices in Q′. Then, we have ψ(µ[ij]) = ψ(µi)ψ(µj)ψ(µi)ψ(µj)ψ(µi) =480

ψ(µi). But {ψ(µi)}∩{ψ(µj)} contains no adjacent vertices in Q′, hence, we have481

ψ(µ[ij]) = (ψ(µi))
2(ψ(µj))

2µi = (ψ(µi)
2)(ψ(µj)

2)µi = µi and, similarly we have482

ψ(µ[ji]) = ψ(µj) = µj , where µi ̸= µj inM(Q′). However, µ[ij] = µ[ji] inM(Q).483

Therefore, for each vertex i ∈ Q0, the subquiver Nhb.i will be transferred to a484

connected subquiver in Q′ plus, possibly, some discrete (disconnected) vertices.485

But since Q and Q′ have the same rank, then in deed ψ creates an isomorphism of486

graphs from the underlying graph of Q to the underlying graph of Q′. Therefore,487

ψ sends each vertex in Nhb.i to exactly one vertex in σ(Nhb.i), i.e., there is a488

permutation σ such that ψ sends each vertex in Nhb.i to a vertex in σ(Nhb.i).489

Step 3. We will show that ψ preserve the directions in Q′, i.e., if i −→ j in Q490

then we have σ(i) −→ σ(j) in Q′. Which is equivalent to showing that Nhb.i and491

Nhb.σ(i) are symmetric for every i ∈ Q0. Now, if the subquivers of Nhb.i and492

Nhb.σ(i) are not symmetric, then there is at least one edge in Nhb.i with opposite493

direction of its corresponding edge in Nhb.σ(i). Without loss of generality, assume494

that this edge to be ·k ←− ·i −→ ·j · · · in Q where ·σ(k) ←− ·σ(i) ←− ·σ(j) · · ·495

in Q′. One can see that ψ(µiµkµj) ̸= ψ(µσ(i)µσ(k)µσ(j)), since µiµkµj preserve496

Nhb.i in Q but µσ(k)µσ(j) does not preserve Nhb.σ(i) in Q
′. Therefore, Q and Q′497

are symmetric which means A(Q) and A(Q′) are isomorphic. Which finishes the498

proof for any mutation class [Q] that contains a simply-laced quiver.499

Case 2. Assume w([Q]) = 2. If w([Q]) = 2, then we can assume that Q is a500

quiver with one single edge of weight 2 and the rest of the quiver is a simply-laced501

subquiver, thanks to Lemma 3.13. Without loss of generality assume that the502

edge of weight 2 is a leaf ·n−1 −→ ·n. Then the cluster class [(X ′, Q′)] is also503

finite, thanks to Theorem 3.12. Hence, w([Q′]) must be less than or equals to504

three. But, since rk(Q′) > 2, therefore w([Q′]) can not be three as if w([Q′]) = 3505

then rk(Q′) = 2 otherwise [Q′] will not be finite. Now, suppose that w([Q′]) = 1.506

Since all relations in M(Q) will transfer to M(Q′) and vise versa, then the507

relation µ[n−1n] = µ[nn−1], in M(Q′), transfers to M(Q) which is impossible as508

permutation (nn− 1) does not belong toM(Q). Therefore w([Q′]) must be two,509

which means Q′ can be obtained from Q by applying some sequence of mutations,510
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i.e., Q′ ∈ [Q], again thanks to Lemma 3.13. Which finishes the proof of this case.511

Case 3. Assuming that w([Q]) = 3, this case is straightforward because in512

such a scenario, [Q] contains only one seed of rank 2 and weight 3. Since A(Q′)513

is of finite type and has the same rank as Q (which is 2) and the same weight514

of 3, then (X,Q) and (X ′, Q′) must be identical seeds. Therefore, A(X,Q) and515

A(X ′, Q′) are indeed identical cluster algebras.516

Case 4. Let w([Q]) = 4 and A(X,Q) be a finite cluster algebra. One can517

see both of [Q] and [Q′] are of the same weights. The proof of this case will be518

divided into several steps based on the rank of Q.519

(a) rk(Q) = 3. We have several cases as follows:520

(i) Let Q = Q1
3(1). SinceM(Q) contains µ[tj] and µ[tk] thenM(Q′) must contain521

them. Hence Q′ must have two edges of weight 1. Which means Q and Q′522

are symmetric. Therefore A(X,Q) and A(X ′, Q′) are isomorphic cluster523

algebras.524

(ii) Let Q = Q2
3(1). SinceM(Q′) can not beM(Q1

3(1)) orM(Q3(2)) because each525

one of them contains relations that are not in M(Q1
3(1)). Therefore there526

are only two possibilities forM(Q′) which areM(Q3(3)) orM(Q2
3(1)). But527

in deed Q3(3) and Q
1
3(1) are symmetric and hence A(Q3(3)) and A(Q1

3(1)) are528

isomorphic cluster algebras.529

(iii) Let Q = Q3(2). This is an obvious case as M(Q) has no relations so non530

of the other quivers can associate to a mutation group that are isomorphic531

to it. Recall that Q′ is of the same rank and weight of Q, hence Q′ must532

be symmetric or equal to Q. Therefore A(Q) and A(Q′) are isomorphic as533

cluster algebras.534

(b) If rank(Q) > 3.535

(i) The arguments of the cases when Q contains any of Qa,x or Qa are pretty536

similar to the cases Qx
3(1) and Q3(3). Because in such case Q would be formed537

of either Qx
3(1) or Q3(3) attached to a simply-laced subquiver.538

(ii) If Q contains Qc,t, t = 1 or 2 as a subquiver. Let t = 1. Since Q′ has the539

same rank and weight as Q, and also it must carry the same number and540

similar positions of simply-laced edges of Q. Then Q′ must be symmetric to541

Qc,1 or Qd. But A(Qd) is actually isomorphic as cluster algebras to A(Qc,1)542

which finishes the proof of this case and the case of if Q = Qd as well. If543

t = 2, then in such case the mutation class [Q] is so small and the proof is544

very similar to the case of t = 1. Which means Q′ ∈ [Q] and hence A(Q)545

and A(Q′) are isomorphic.546
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(iii) If Q contains two edges of weight 4. Then Q′ must be of the same category,547

i.e., has also two edges of weight 4. So, the both of Q and Q′ must be548

symmetric to either (3.2) or (3.3). The case of Q is the quiver in (3.2). We549

have M has the global loops µv, µj , µk, µj′ and µk′ which means M′ must550

have the same global loops. But using Table 1.4 in [16], the only quiver551

with these global loops is Q. Therefore, Q′ ∈ [Q] which finishes the proof552

of this case. Finally, let Q be symmetric to the quiver in (3.3). Recall that,553

the group relations ofM(Q) andM(Q′) are the same, then both of Q and554

Q′ must contain same exact simply-laced subquivers and same weight two555

edges. Since Q′ has the same rank as Q, then the only possible option for556

Q′ is to be identical or symmetric to Q, which finishes the proof.557558

The following is a corollary of the proof of Theorem 3.15.559

Corollary 3.16. Let Q and Q′ be two quivers of finite mutation type. Then,560

there is a map ϕ : [Q] −→ [Q′] which preserves the rooted/global relations if and561

only if Q and Q′ are symmetric quivers.562

Question 3.17. Do Theorem 3.15 and/or Corollary 3.16 apply to infinite type563

cluster algebras?564
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